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Abstract
This paper reexamines the margin-volatility relationship in the U.S. stock market. In previous studies volatility has been measured by the variance of asset returns. Equity markets instability has however often been related to extreme price movements like stock market booms and crashes. Using extreme value theory I propose a new measure for volatility based on the tail index which reflects the weight of extremes in the distribution of asset returns. The tail index avoids many shortcomings of the variance. Statistical regressions show that there is no significant relationship between margin requirement and volatility and also no significant relationship between change in margin requirement and change in volatility.
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1. INTRODUCTION

Do margin requirements reduce stock price volatility? An assumed positive answer to this question led Congress to give the Federal Reserve System the authority to set the minimum margins that lenders must require of customers purchasing stocks on credit. The stock market boom of the late 1920s and the Great Crash of 1929 indeed prompted Congress to pass the Securities and Exchange Act of 1934 which gave the Fed authority to regulate and control credit in the stock market. Regulators thought that easy credit for buying on margin during the boom and liquidation of shares in response to margin calls during the crash played a significant role in large swings of market prices. Since that time the Fed has been changing margin levels in the belief that raising margins reduces stock price volatility. The level of margin has not been changed for more than two decades now while empirical tests by academics and regulatory economists showed that the impact of margins on volatility was not convincing. The stock market crash of 1987 recently renewed interest in increasing margin requirements to prevent the occurrence of such another near-apocalyptic event (see Brady report (1988)). Also Hardouvelis (1988) in an article published in the Quarterly Review of the Federal Reserve Bank of New York revived the academic debate by finding a significant negative relationship between official initial margin requirement and stock market return variance used as a proxy for volatility. That paper provoked other studies which led to the opposite conclusion using different specifications of the variance. Conclusions about the impact of margin on volatility then appear sensitive to the measurement of how market prices move.


In this paper I reexamine the margin-volatility relationship adopting a different measure for risk. I do not use any specification of the variance of stock market returns as done in all previous studies but I propose a new measure explicitly focusing on extreme price movements. Based on the statistical theory of extreme values I use the tail index to assess the weight of extreme returns in the distribution. This new approach is largely motivated by the focus on stock market booms and crashes in the debate over margin regulation.


The remainder of the paper is organized as follows: Section 2 recalls the margin regulation in the United States and its rationale; the literature about testing the supposed effect of margins on market volatility is also reviewed. Section 3 presents extreme value theory which is used as a measure of market instability focusing on extreme price movements. Section 4 presents the empirical results for testing the impact of margin requirement level on market volatility. Conclusions, implications for regulatory policy and suggestions for further research are given in the last section of the paper.

2. MARGINS IN US EQUITY MARKETS
2.1 MARGIN REGULATION


In US equity markets investors can buy stocks on margin which means that they do not have to pay the full price in cash but can borrow a part of the amount to finance their investment. Lenders (brokers, dealers and bankers) require of customers purchasing common stocks on credit a down payment called margin requirement.
 Margin requirements are of two types: initial margin which is the amount of cash required by the investor on the day of the security purchase and maintenance margin which is the minimum amount of equity that an investor must maintain on her account. For example, a 20 percent initial margin requirement means that an investor can borrow up to 80 percent to buy market securities. This transaction is clearly a loan, the stocks being used as collateral. The initial deposit is a cushion which protects the lenders against an adverse stock price decline. A fall by less than 20 percent does not expose the lender to any credit risk. For a decline greater than 20 percent, the lender could be at risk but the loss would be limited in case of a customer's default. A 100 percent initial margin requirement implies that an investor has to pay fully in cash for her investment and cannot buy it partly on credit. When a large enough price decline occurs, the customer's account becomes undermargined: the level of equity held by the customer is below the maintenance margin requirement. The lender then requests more funds from his customer or sells some stocks such that the credit ratio is respected again.


Before 1934 margins were unregulated and brokers imposed on their customers their own margin requirements. Margin levels varied from customer to customer according to their creditworthiness. According to Moore (1966), in 1929, margins were about 25-30 percent for large accounts and higher for smaller accounts. The Brady Commission (1988, p VIII-2) reports a usual rate of 10 percent while some customers may have faced a higher rate up to 50 percent. Federal regulation of securities margins mandated by Congress can be found in the Securities Exchange Act of 1934 (sections 7 and 8). The Act empowers the Federal Reserve to regulate the extension of margin credit in securities markets. Since the purchase of a security on margin is a credit transaction, margins were viewed as a tool of monetary policy. Initial margin requirements have changed 23 times since their implementation. Three regimes of margin policy are usually distinguished: from 1934 to 1945 initial margins were around 50 percent and were relatively stable; from 1945 to 1974, margin requirements were above 50 percent reaching 100 percent during 1946 and changing frequently thereafter; and finally from 1974 up to now, initial margins have been constant at 50 percent. The level of maintenance margins, required after the purchase day, has always been set by individual Exchanges.

2.2 RATIONALE FOR THE REGULATION


Moore (1966) reviews the rationale behind margin regulation and suggests the following explanations: to protect investors from speculative losses, to control credit used for speculation and to reduce excessive stock market volatility.
 Congress was concerned that loans by banks to stock market investors would affect the amount of money allocated to real businesses. Control of speculation was also meant to dampen stock market fluctuations by inhibiting an overvaluation in stocks and by reducing the potential for a precipitate decline due to forced selling resulting from margin calls. This view is based on the "pyramiding-depyramiding hypothesis" discussed in Garbade (1982), and emphasizes the type of investors in the market.


The pyramiding effect is associated with optimistic investors, risk-taker agents, noise traders and even rational investors. As suggested by Estrella (1988) and Hardouvelis (1988), low initial margins allow risk-taker agents and optimistic investors with relatively low risk aversion to borrow large amounts of funds to buy stocks. The purchasing power of these traders causes a shift in the asset demand and leads to a price rise that is not justified by economic fundamentals. The price rise then feeds on itself; the speculators use their increased wealth to borrow more funds and purchase more stock, thus driving prices even higher. Kupiec (1989) advances the presence of noise traders as a potential explanation. Noise traders form their expectation based on non-fundamental factors as they misinterpret changes in market prices. Theses factors in turn affect the equilibrium level of prices. As shown in Delong, Schleifer, Summers and Waldmann (1990), market price returns exhibit excess volatility due to trading based on irrelevant information. Low initial margins increase noise traders' abilities to leverage their position. Blanchard and Watson (1982) study the formation of bubbles in financial markets and show how an increase in price variability can be caused by rational behavior. Low initial margins allow traders with little capital to enter the market and profit from the boom. The pyramiding effect leads to a causal relationship from margin to volatility via the credit used to buy stocks. It affects the upside volatility: the lower the initial margin requirement, the larger the speculative buying on credit, the more pronounced the rise in market prices and finally the higher the volatility.


The depyramiding effect occurs when traders revise their expectations. As some investors become less optimistic, they began to sell in the belief that the market had been overbought and prices overvalued. As the price declined, customers' accounts become undermargined. Brokers and other creditors ask for more collateral on their loans to speculators. If the call for more capital is not met, then the brokers sell the stock kept as collateral. Such forced sales tend to exacerbate the price decline. They generate further calls for collateral, more liquidations forcing prices still lower and can eventually lead to a crash. The depyramiding effect then affects the downside volatility: the larger the forced selling from margin calls, the greater the decline in market prices and finally the higher the volatility. Then as first noted by Chance (1990), a higher level of maintenance margin could ironically lead to a higher level of downside volatility since it triggers more margin calls. In the absence of maintenance margin requirements there would be no margin calls triggered and thus no forced selling by speculators, and hence no effect on the downside volatility.


As noted by Hardouvelis (1989) the upside volatility is influenced by initial margin requirement set by the Federal Reserve System while the downside volatility is influenced by the maintenance margin requirement set by the Exchange.
 However as both margin levels are closely linked
, a change in initial margin requirement should have an effect on downside volatility as well. As a consequence, the Federal Reserve may also rely on initial margin requirement as a means of preventing sharp breaks in the market. Historical analysis confirms the importance of credit extension in the origins of booms and crashes. Kindleberger (1978) explains most of the financial crises by various forms of monetary expansion. He associates the crash of the Union Générale in France in 1882 and the Great Crash of 1929 in the US to stocks bought on margin.


The economic intuition behind the hypothesized negative margin-volatility relationship is that high margin levels constrain the trading of the "destabilizing speculators" mentioned above whose activity creates excess volatility. Another point of view however insists that speculation is stabilizing. An often mentioned study by Friedman (1953) examines the case of floating exchange rates. In such markets, speculators could absorb part of the temporary shocks or in case of a permanent change accelerate the convergence to a new level and then make the exchanges rates more stable and in line with the fundamentals. In the stock market one could think of speculators absorbing liquidity shocks or arbitrageurs profiting from opportunities.


Given the divergent theoretical explanations, the impact of margin on volatility becomes an empirical question. The next subsection reviews the empirical literature on the margin-volatility relationship and discusses the approach developed in this paper.

2.3 WHICH MEASURE OF VOLATILITY SHOULD BE USED FOR TESTING THE MARGIN - VOLATILITY RELATIONSHIP ?


Chance (1990) provides a review of the impact of margins on volatility. The impact of margin on market volatility through the use of credit for speculative trading has largely motivated studies about the margin-volatility by academics and regulatory economists. Here I discuss some papers focusing on the measure of volatility since results obtained by the different authors about the impact of the regulation tend to depend on the specification of volatility. Table 1 provides a summary of previous empirical results by underlining the modelling of volatility.


In all previous empirical studies, volatility has been measured by the standard deviation or the variance of asset returns (Moore (1966) as an exception considers the variance of prices themselves). The variance reflects the dispersion of returns around the mean. It is a widely accepted measure of risk. Some authors (Douglas (1969), Officer (1973), Ferris and Chance (1988) and Hsieh and Miller (1990)) use the unconditional variance computed over long periods (one year) while others use overlapping observations of volatility. For example, Hardouvelis (1988), Salinger (1989) and Hsieh and Miller (1990) construct a time series of 12-month moving sample standard deviation or variance. Both methods present advantages and shortcomings. Using non-overlapping observations of volatility computed over a long period provides independent estimates but a limiting number of observations. Using overlapping observations gives volatility estimates for each date. The increased number of observations could lead to more powerful tests. However, it creates technical problems as overlapping data generates a moving average in the regression error term rendering the OLS standard errors inconsistent, and requiring the correction for serial dependence in the residuals of the regression. Hsieh and Miller (1990) suggest differencing volatility and all other variables. But this could be a poor remedy since volatility may be persistent but still stationary and the economic significance of the statistical tests may be lost by the use of differenced of variables.


Schwert (1989) and Hardouvelis (1989) use a conditional model for returns. The absolute value of unpredictable returns is used as a proxy for volatility and regressed on the twelve previous monthly returns, seasonal dummies for each month of the year and 12-months lags and leads of changes in margin requirements. In the same vein, Kupiec (1989) estimates a GARCH-M model to explicitly take into account the time-varying behavior of volatility. Another motivation stressed by Kupiec is that a GARCH-M model is consistent with a CAPM-like equilibrium asset pricing model with time varying variance and expected return while previous works allowed the variance to evolve over time but constrained the risk premium to be constant. The GARCH conditional volatility appears more persistent over time than a 12-month moving sample standard deviation (however, this may due to the specific AR order chosen).


These different variance specifications lead to very different empirical results and conflicting conclusions about the impact of margin regulation on stock market volatility: Douglas (1969), Officer (1973) and Hardouvelis (1988, 1989) find a (sometimes) significant negative relationship between margin and volatility while Moore (1966), Ferris and Chance (1988), Salinger (1989), Schwert (1989), Kupiec (1989), Hsieh and Miller (1990) obtain mixed results and conclude on an insignificant margin-volatility relationship.


Market instability has been related to the occurrence of extremes by regulators and has been the rationale for the imposition of margin requirements. At a congressional hearing, William McChesnay Martin quoted by Moore (1966) said that one of the roles of margin regulation is "to prevent the use of stock market credit from becoming excessive. The latter helps to minimize the danger of pyramiding credit in a rising market and also the danger of forced sales of securities from undermargined accounts in a falling market." From this point of view, extreme positive and negative price movements should be more likely under a low level of margins than under a high level. Thus it makes sense to focus on these extreme movements like stock market booms and crashes to measure price variability. This study differs from the previous studies in the way risk is measured. I consider the parts of the distributions which are the most relevant for the issue: the tails which contain the extreme values; then I test the validity of the "pyramiding-depyramiding hypothesis" by looking at the weight of extremes in the distribution of stock market returns. 

3. A NEW APPROACH BASED ON EXTREME PRICE MOVEMENTS

The imposition of credit margins has often been related to extreme price movements like booms and crashes. Based on this observation I use extreme value theory (presented in 3.1) to propose a new measure for market risk called the tail index. Statistical estimation is discussed in 3.2 followed by the advantages of the new method (3.3). The tail index serving as a proxy for volatility will be used in section 4 to test the effectiveness of margin regulation.

3.1 EXTREME VALUE THEORY


I present in this subsection some exact and asymptotic statistical results on the extremes.

a) Exact results


I assume that the observed phenomenon is random, and that it can be measured by a variable noted as r. In this study r stands for the logarithmic daily return on the NYSE market portfolio. Let us call Fr the cumulative distribution function of the returns r. The support of the associated density function is noted as [ε, w]. Let r1, r2, ... rn be n random consecutive returns that measure market fluctuations. Extremes can be defined as minima and maxima. Let MINn and MAXn be the minimum and the maximum of the n random returns r1, r2, ... rn. If the latter variables are statistically independent and drawn from the same distribution (hypotheses of the random walk for market prices), then the exact distribution of MAXn is given by:

FMAXn(r)  =  [Fr(r)]n
(1)

The distribution FMAXn depends mainly on the properties of Fr for very high values of r.
 Indeed, for small absolute values of r, the influence of Fr(r) decreases rapidly with n. Hence, the most important information about the positive extremes is contained in the right tail of the distribution of r. From formula (1), the limiting distribution of the extreme MAXn is null for r less than the bound w and equal to one for r greater than w. It is a degenerate distribution.


The exact formula of the extremes and the limiting distribution are not, however, especially pertinent. In practice, the distribution of the parent variable is not precisely known and, therefore, neither is the exact distribution of the extremes. 

b) An asymptotic result: the extreme value theorem


Extreme value theory studies the limiting distribution of the maximum (and minimum) appropriately scaled. It assumes the existence of a sequence of normalizing coefficients (αnmax>0, ßnmax) such that the limiting distribution of the normalized variable (MAXn- ßnmax)/αnmax is non-degenerate. The variate MAXn is adjusted with a location parameter ßnmax and a scaling parameter αnmax. The form of the limiting distribution is given by:

eq F\S\do4(MAX)(r) = exp[-(1+τ\S\up4(max).r)\S\up4(-\F(1,τ\S\up4(max))) ]   with supp f\S\do4(MAX) = [-\F(1,τ\S\up4(max))\, +¥[

seq Equation  \* Arabic  \h
(2)

The parameter τ, called the tail index, determines the type of distribution: the limiting case τ=0 corresponds to the double exponential Gumbel distribution ([1+τmaxr]-1/τmax being interpreted as e-r), τ>0 corresponds to the Fréchet distribution, and τ<0 to the Weibull distribution. The Gumbel distribution can be regarded as a transitional limiting form between the Fréchet and the Weibull distributions. The extreme value theorem gives an interesting result: whatever the distribution of the parent variable r, the limiting distribution of the extremes always has the same form. The distribution of the extremes for two different parent processes is differentiated by the tail index τ. The right tail index, τmax, reflects the weight of the right tail in the statistical distribution. Similarly, the left tail index, τmin, reflects the weight of the left tail. The inverse value of the tail index 1/τ corresponds to the highest defined moment of the distribution. For instance, if 1/τ is less than two, then the variance is infinite.


Distributions with exponentially deceasing tails like the normal provide a Gumbel extreme value distribution; fat tailed distributions like the stable Paretian or the Student t lead to the Fréchet case while extremes obtained from bounded variables can be distributed either as a Weibull or a Gumbel distribution (see Gumbel (1958) and Galambos (1978) for details). The result of the extreme value theorem is found even if the basic assumption of an i.i.d. process is relaxed. Berman (1964) shows the same result stands if the variables are correlated and if the series of the squared correlation coefficients is finite. De Haan, Resnick, Rootzèn and De Vries (1989) proves that if r followed an ARCH process, the variable MAXn would have a limiting distribution of type II. A common model is a discrete mixture of normal distributions. In this particular case, the type I distribution is still the limiting distribution of the extremes (see Leadbetter, Lindgren and Rootzèn (1983)). These results show that the assumption of independence is less important for extreme values than it would seem at first sight. Let us note that the extremes are (asymptotically) drawn from an unconditional distribution, even if the parent variable is drawn from a conditional distribution.


The importance of the distribution tails reflected by the tail index value is illustrated in Table 2. For different values of the tail index (τ=0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75 and 1.0), I compute the probability of an extreme positive return above a given level of return (set at r = 5%, 10% and 20%). I use the limiting distribution given by formula (2). As expected, for a given value of τ, the probability of an extreme positive return decreases with the level r. For example, for τ equal at 0.5, the frequency of an upward movement greater than 5 percent is 0.078 while a boom greater than 20 percent has a probability of 0.008. For a given value of r, the probability of an extreme positive return increases with the tail index τ as it reflects a more and more fat-tailed distribution. Numerically, the probability of an extreme movement above 10 percent dramatically increases from 0.000 for τ=0.0 (exponentially decreasing tail) to 0.087 for τ=1.0 (fat tail). A higher value for the tail index corresponds to a greater volatility.

3.3 STATISTICAL ESTIMATION OF THE TAIL INDEX


Different methods of estimation have been developed in the literature. These methods can be classified as parametric or non-parametric. Parametric approaches such as the regression method or the maximum likelihood method use extreme observations selected over a given period. The longer the period the better since the theory is asymptotic. These methods assume that the selected extremes are exactly drawn from the extreme value distribution given by formula (2). Non-parametric methods developed by Hill (1975), Pickands (1975) and De Haan and Resnick (1980) proceed differently: the tail index is estimated independently from the normalizing coefficients and it uses the returns ordered over the whole period instead of extreme returns selected over a given period. Moreover these estimators do not assume the distribution of extremes to hold exactly. Jansen and De Vries (1991) suggest Hill's estimator since it is the most efficient when the distribution of stock returns is leptokurtic with fat tails. This estimator is based on order statistics of the parent variable r and defined by: 

eq τ\S(\S\up4(max),\S\do4(Hill)) = - \F(1,q-1) . \A(q-1,å,i=1) Log r\S(\S\up4((m)),\S\do4((i))) - Log r\S(\S\up4((m)),\S\do4((q)))

seq Equation  \* Arabic  \h
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where r(1)(m) ( r(2)(m) ( ... ( r(m)(m), m is the total number of returns observed over the period, and q=q(m) is a sequence of integers approaching infinity such that q(m)/m tends to zero. Mason (1982) proves that Hill's estimator is consistent. Consistency is still obtained under weak dependence in the parent variable r. Hill's statistic is asymptotically normally distributed with mean τmax and variance (τmax)2.


In practice, I compute the optimal value of q by carrying out a Monte Carlo study as done by Jansen and De Vries (1991). I explain how I proceed with an example. Suppose the period under study contains 250 daily returns (approximately one trading year). I simulate 250 observations of four Student t variables with degrees of freedom equal to 1, 2, 3 and 4. These degrees of freedom lead to different degrees of fatness for the tails of the distribution and correspond to tail indexes τ equal to 1, 0.5, 0.33 and 0.25. A t-distribution with one degree of freedom gives a lot of extreme values while a t-distribution with four degrees of freedom gives very few. Then I estimate the tail index using Hill's formula with different values of q ranging from 1 to 50. I repeat this simulation 300 times. For each degree of freedom and each value of q, I get a series of 300 observations of the tail index estimate. Then for each degree of freedom i, I compute the mean square error (MSE) of this series. The MSE criteria is retained due to the asymptotic normality of τmaxHill. I choose the value of q, written qiopt, which minimizes the MSE.


Table 3 reports the minimizing q-levels and associated MSEs. Along the diagonal are the minimal MSEs; the theoretical MSE value equal to (τmax)2/q is also reported. As already noted by Jansen and De Vries (1991), there is a U-shaped relationship between MSE and q. It reflects the trade-off between efficiency and bias: when few observations are used (low q), the bias in the estimation of τ is negligible as most of the observations are extreme but the variance of the estimator is high; when a lot of observations are used (q high), a bias is introduced in the estimation of τ because of the inclusion of more central values but the variance of the estimator is low. 


With real data I proceed as follows: I compute Hill's estimate with the four optimal values previously obtained given as (qiopt)i=1,4. These values correspond to the four chosen values of the tail index given as (τi)i=1,4. I retain the estimate which is the closest to the chosen value τi. To do this I compute the statistics (τHill(qiopt)-τi)/σi where τHill(qiopt) is the Hill's estimate computed with qiopt extremes and σi is the standard error of this estimate, and the associated p-value noted pi. I finally retain the estimate for which the lowest value of pi is obtained.

3.3 ADVANTAGES OF THE TAIL INDEX AS A MEASURE OF VOLATILITY

I list below the advantages of the tail index:


1. The tail index measures the importance of the extreme price movements and these movements are central to the problem tackled by the regulation. One of the reasons Congress imposed margin regulation in 1934 was to avoid excess volatility due to speculative booms fuelled by stock purchases on margin and crashes originated from forced selling following margin calls. The tail index explicitly takes into account these events while in some other margin-volatility studies they are considered as "outliers" and then discarded from the data.


2. The tail index as a measure of volatility lies on a strong theoretical basis (extreme value theory). The extreme values theorem is general in its applicability since the hypotheses leading to its result are not restricting (the most common types of unconditional distributions, heterogeneity, weak serial correlation, ARCH heteroskedasticity are consistent with the extreme value distribution). It is in sharp contrast to the variance which is an ad hoc measure of market prices fluctuations and may be infinite as suggested by Mandelbrot (1963). 


3. The use of the tail index as a risk measure also finds some theoretical support from an economic point of view. Rothschild and Stiglitz (1970) show the equivalence between three definitions of the concept "with equal means, a random variable Y is riskier than a random variable X". Every risk averse investor will prefer X to Y if the variable Y is equal to the variable X plus a noise or if the weight of the tails of Y is more important than the weight of the tails of X. Examples of the tail index as an effective proxy for market risk or instability can be found in McCulloch (1981) to assess capital adequacy for banks and intermediaries and in Longin (1993c) to set margins in futures markets.


4. The tail index solves the problem of uncertainty relative to the statistical distribution of all returns. For example, heteroskedasticity in returns can be modelled by a mixture of random variables with different variances or by a GARCH process. As these two specifications are not nested, there is an uncertainty about the specification to use in tests of the margin-volatility relationship. The use of the tail index avoids this problem since both specifications lead to the same extreme value distribution. 


5. Although I do not state a model for expected returns as in Kupiec (1989), the size of the expected returns relative to that of extreme returns is likely to be small. Thus results should not be changed using raw returns or innovations from a specific model.
 Results are also robust to the definition of returns (real vs nominal or including vs excluding dividend).


6. It allows us to study separately the downside and upside of volatility. The distinction is relevant for the issue: initial margin requirement should have an impact on the upside volatility while the downside volatility could be indirectly influenced by initial margin requirement (burst of a bubble due to speculative trading) and directly by maintenance margin requirement (forced selling due to margin calls).


7. The use of the tail index also avoids the choice of frequency for the empirical study. The pyramiding-depyramiding process could produce short run and long run excess volatility as well. Euphoric days with huge buying are typical of speculative booms (see Galbraith (1975) for the 1920s). Crashes are generally characterized as a sharp, brief deterioration of asset prices (Goldsmith (1982)). Hardouvelis (1989) however claims that variance measured over long horizons is more appropriate as the pyramiding-depyramiding process tends to generate long swings in stock prices. Then the choice of the frequency (high or low) may be important to study the economic impact of the regulation on margins. A result by Feller (1971, pp 275-279) shows that the value of the tail index does not change under temporal aggregation.
 Estimates of the tail index using daily, weekly or monthly returns give consistent results as the amount of tail-fatness is invariant to the chosen frequency to observe the phenomenon.
 For the empirical study, high frequency data are a better choice since thus provide more observations and then more precise estimates of the tail index. 


The approach adopted in this paper however does not allow one to capture all the features which have been associated with the pyramiding-depyramiding process. For example, Officer (1973) argues that buys on margins produce a positive correlation in the return process since the price rise may feed on itself. Although extreme value theory allows some form of dependence in the process of returns, the tail index does not reveal anything about it. For instance, independent normal variables and serially correlated normal variables lead to the same limiting distribution of extremes with a tail index equal to zero (Berman (1964)).

 
The use of extreme value theory in this context also makes it difficult to distinguish between volatility due to fundamental changes in the economy and agents's expectations, and excess volatility. Non-financial variables are usually measured at a low frequency (quarterly or at best monthly) and then do not fit well the asymptotic character of the theory. For example, the tail index for the distribution of extreme GNP changes cannot be estimated over most of the subperiods relevant for the issue because they are too short. This study thus considers the global level of volatility without correcting for changes in the underlying economic variables and for agents's expectations.

4. EMPIRICAL STUDY

In this section I use the tail index as proxy for volatility to investigate if margin requirement levels have an impact on market volatility. The margin-volatility relationship is investigated in the long run using linear regressions and in the short run using stability tests of the tail index.

4.1 THE MARGIN - VOLATILITY RELATIONSHIP IN THE LONG RUN

a) Research design


As in Officer (1973) I regress the level of volatility observed during period t on the level of initial margin requirement during this period. The approach adopted here is to use non-overlapping data rather than using overlapping data and then correcting for spurious correlation in residuals. As in Officer (1973), this results in a limited number of volatility observations (24) but avoidance of the problem of dependency in residuals. Volatility is measured by two variables: the left tail index τmin for the downside volatility and the right tail index τmax for the upside volatility. I estimate the following linear regression:

τt = a1 + b1 MARGINt 
(4)

in which the coefficient of economic significance b1 should be negative if the margin regulation is effective.


I also regress the change in volatility on the change in initial margin requirement.
 The hypothesis that margins affect volatility implies that changes in margins should cause changes in volatility. I estimate the following model:

Δτt = a2 + b2 ΔMARGINt
(5)

Again the coefficient of economic significance b2 should be negative if the margin regulation is effective.

b) Empirical results


I use Schwert's (1990) database of daily returns for an index of the most frequently traded stocks in the New York Stock Exchange. The data covers the period 1885-1990. Table 3 gives the margin levels with the effective date and Hill's estimates of both tail indexes (using negative and positive extreme returns). The left tail index ranges from to 0.197 in the late 1960s to 0.571 around the 1946 crash. The right tail index ranges from 0.145 for the period 1949/1951 to 0.488 during the stock market boom 1962. The standard errors vary with the number of extreme returns used to compute the tail index. The longer the period, the more extreme returns are taken into account and the more precise the estimate of the tail index.


As I use the tail index as a proxy for volatility, it is interesting to see the correlation between this measure and other more usual measures. Table 5 gives the correlation matrix between four measures of volatility: the unconditional standard deviation and variance of returns which measure all fluctuations, the left tail index which focuses on negative extreme returns and the right tail index which focuses on positive extreme returns only. As expected all measures are positively correlated. Standard deviation and variance are by construction highly correlated (0.990) and can be seen as identical. These standard measures of volatility show little correlation with the tail indexes: 0.191 with the left tail index and 0.308 with the right tail index indicating that the variance largely reflects medium and small market fluctuations. The correlation between the two tail indexes is rather low (0.067) indicating that the contribution to price volatility from extreme values is likely to be unequal across periods: with the decomposition of the whole period according to the level of margin, there are some periods where volatility is more influenced by extreme positive returns and some periods where the contribution of negative extreme movements to volatility is dominating.


Estimation of (4) is given below:

τmint = 0.324 + 3.85 10-7 MARGINt       R2adj. = -0.045
(4 crashes)

                    (t=0.002; p=0.999)

τmaxt = 0.271 + 1.43 10-4 MARGINt       R2adj. = -0.044
(4 booms)

                    (t=0.136; p=0.892)

Results from these two regressions indicate that there is no significant relationship between margin levels and volatility levels. In both cases the coefficient b1 is not significantly different from zero. The t-ratios are built with heteroskedasticity-consistent standard errors (White (1980)) and asymptotically as a Student variable with 23 degrees of freedom. They are very low: 0.002 using the left tail index and 0.136 using the right tail index. The coefficients b1 are positive while an effective margin regulation suggests a negative values. The variable MARGIN does not help to explain the level of volatility since the adjusted R-squared are negative.


Regression (5) using differenced variables instead of levels leads to the same conclusion as the estimations show:

Δτmint = 1.67 10-3 - 1.92 10-3 ΔMARGINt       R2adj. = 0.000
(5 crashes)

                    (t=-0.913; p=0.371)

Δτmaxt = -9.24 10-3 + 2.19 10-3 ΔMARGINt      R2adj. = 0.053
(5 booms)

                    (t=1.498; p=0.149)

In both regressions the coefficient b2 is not statistically different from zero.


These exercises can be viewed as a study of the relationship in the long run since I considered all the periods to estimate volatility. Another exercise consists in looking at volatility around the time of a margin change, and this short-run analysis forms the next section.

4.2 THE MARGIN - VOLATILITY RELATIONSHIP IN THE SHORT RUN

a) Research design


As in Ferris and Chance (1988) and Hsieh and Miller (1990), I carry out an event study analysis to investigate the margin-volatility relationship in the short run. Ferris and Chance use the unconditional standard deviation computed 100 days before and after a margin change and then use a F statistic to test the equality of the two variances. Their test assumes the normality of returns. Such an assumption is a constraint as returns are found to be strongly leptokurtic. Estimates of the tail index reported in Table 4 show, for example, that the distribution of returns has heavy tails and that not all the moments are defined. Hsieh and Miller (1990) use a modified Levene statistic for testing the equality of the standard deviations before and after the change in margin. The test is robust to departure from normality but still assumes the existence of the first four moments. Loretan and Phillips (1994) derives the statistics of the tests under the existence of various moments. If the fourth moment is well defined, then standard tests are valid. If the fourth moment is infinite and the second moment is defined, then the test for the equality of variances involves Paretian stable distributions. If the second moment is infinite, the scale dispersion coefficient should be used.


Here I use the tail index instead of the variance. The test for equality is much simpler and avoids the problem encountered when testing for the equality of variances. I compute estimates of the tail index one trading year before and after a change in margin using 250 observations for each subperiod. In order to avoid the problem of overlapping observations, the number of observations is reduced when periods with constant margin levels are shorter than one trading year. An increase in margin should lead to a decrease in volatility (a lower value for the tail index) and conversely a decrease in margin should lead to increase in volatility (a higher value for the tail index). I first look at the change in volatility to see if the direction is the one envisaged by the regulation, and I test if the change is statistically significant. I test the stability of the tail index over two subperiods: a trading year before the margin change and a trading year after the margin change. The test is described in Loretan and Phillips (1994). The null hypothesis is:

H0,τ:    τ(1) = τ(2) = τ
(6)

where τ(1) stands for the estimate before the change in margin and τ(2) after. The ratio R(τ) is defined as (τ(1)-τ(2))/(τ(1)2 + τ(2)2).n1/2 which is the difference between the two tail indexes divided by the square root of its variance and where n is the number of observations in each subperiods (set to 250 most of the time). R(τ) is asymptotically distributed as a reduced normal variable N(0,1). As noted by Loretan and Phillips (1994), an interesting property of this test is its consistency irrespective of the value of τ.

b) Empirical results


Table 6 gives the results of stability tests for the tail index before and after each of the 23 changes in margin requirements. Results indicate that regulation on margins is not effective: an increase in margins does not reduce the occurrence of negative extreme price movements. In only 13 cases in 23, changes in volatility are in accordance with the envisaged regulation and only two can be considered as statistically reliable at the 10 percent level. A worse conclusion can be made from the right tail index: only 8 cases in 23 are in accordance with the regulation. The results confirm those of Ferris and Chance (1988) and Hsieh and Miller (1990) but show fewer significant changes in volatility.

5. CONCLUSION

The main conclusion of this empirical exercise is that there is no convincing evidence that the level of initial margin requirements affects the level of volatility measured by the weight of extreme price movements in the distribution. From this exercise one could conclude either that:


1. No relationship at all exists between the two variables. My study adds evidence about the absence of link between margin and volatility and confirms most of the previous findings. The approach adopted in this paper is closely linked to the problems tackled by the regulation in that examining periods of booms and crashes. Congress in 1934 imposed margin regulation to avoid excess volatility due to speculative booms fuelled by stock purchase on margin and crashes originated in forced selling from margin calls.


2. There is a relationship but that uncontrollable factors impede to identification. Market prices depend on information about the real sector and nothing assures us that the volatility of process of the fundamental value was constant over time. As noted by Ferris and Chance (1988), explanations for a margin-volatility relationship emphasize the number of speculators in the market, although little attention is devoted to the real reason for price changes (new information) and to the way investors formulate their expectations. The evidence provided in this paper (and others) should then be regarded as insufficient for a definite answer on the effectiveness of margin requirements.


3. Margin requirements have an impact on market prices but loopholes in the regulation make the regulation ineffective. Moore (1966) notes that an individual or a firm could use cash or working capital to buy securities and borrow to use as other purpose or working capital. A speculator could give an incorrect purpose for the loan and instead use the money for investment. Moore also claims that only a small number of individuals is affected by the regulation since other sources of credit are available and that the use of uncovered sources of credit which are close substitutes can only rise when margin requirements are imposed or raised. Sofianos (1988) also points out that the regulation does not apply to all types of lenders and to all types of stocks. Regulation divides stocks into margin and non-margin stocks and lenders (except broker-dealers) can lend any amount on non-margin stocks. Loans from banks and broker-dealers to market makers and to customers outside the United States are not subject to the margin regulation.


Further research could examine the real constraints imposed by margins on investors to assess the effectiveness of the regulation, as well as empirical investigation of other markets (futures markets and a different stock market such as Japan).
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Table 1. Empirical studies on the effect of margins on volatility.PRIVATE 
	PRIVATE Paper
	Data
	Measure of volatility
	Empirical results about the margin - volatility relationship

	Moore

(JPE, 1966)
	Daily S&P500 stock index (1928-1956)
	Standard deviation of detrended stock index prices
	- no significant evidence that margin requirements reduce stock market fluctuations

	Douglas

(YEE, 1969)
	Non-overlapping unconditional monthly standard deviation of individual NYSE stocks (1926-1960)
	Standard deviation of stock returns
	- a strong significant negative relationship between margin level and volatility level

	Officer

(JB, 1973)
	Monthly Dow Jones Industrial and Fisher stock indexes (1897-1969)
	Non-overlapping standard deviation computed with the past 12 monthly stock market returns 
	- a weak negative relationship between change in margin and change in volatility

- a weak negative relationship between past change in volatility and change in margin 

	Ferris-Chance

(EL, 1988)
	Daily S&P500 stock index (1945-1974)
	Standard deviation of returns 100 days before and after a change in margins
	- insignificant positive relationship between margin level and volatility level

- volatility may be reduced by lowering margins

	Hardouvelis

(FRBNYQR, 1988)
	Monthly small stocks and S&P500 indexes (1931-1989)
	Overlapping 12-months moving sample standard deviation of real stock market returns
	- a significant negative relationship between margin level and volatility level

	Salinger

(JFSR, 1989)
	Monthly S&P500 stock index (1934-1987)
	Overlapping standard deviation of stock market innovations computed over the last trading year
	- no significant relationship between margin level and volatility level when the margin debt is introduced in the regression

	Hardouvelis

(JFSR, 1989)
	Monthly small stocks and S&P500 indexes (1934-1987)
	Non-overlapping absolute value of innovations of returns using a AR(12)
	- a significant negative relationship between margin and volatility levels for small stocks over every subperiod and for large stocks most of the time (margin debt included).

	Schwert

(JFSR, 1989)
	Monthly Dow Jones and S&P500 stock indexes (1935-1990)
	Non-overlapping absolute value of innovations of returns using a AR(12) process and seasonal dummies
	- no evidence that stock return behavior is different from normal in the twelve months following a change in margin requirements.

- margin requirements increase after stock prices have risen and when volatility is low

	Kupiec

(JFSR, 1989)
	Monthly S&P500 stock index (1929-1987)
	Conditional variance estimated by a GARCH-M(1,1) model
	- insignificant negative relationship between margin and conditional volatility levels

	Hsieh-Miller

(JF, 1990)
	Daily and monthly S&P500 stock index (1935-1987)
	Overlapping 12-months moving variance of returns and standard deviation computed 25 days before and after a margin change
	- no reliable evidence that margin changes have affected market volatility either in the short run or in the long run (after control for serial correlation in residuals)

- volatility Granger-causes margins

	This study
	Daily Dow Jones and S&P500 stock index (1885-1990)
	Tail index for negative and positive extreme price movements
	- no significant relationship between margin and risk levels

- no significant relationship between changes in margin requirements and changes in risk


Note: this table summarizes the findings of previous researches about the margin - volatility relationship in the U.S. stock market.

Table 2. Probability of positive extreme price movements. 

	PRIVATE 
Tail index ( Return level (
	0.0
	0.1
	0.2
	0.3
	0.4
	0.5
	0.75
	1.0

	5 %
	0.007
	0.017
	0.031
	0.046
	0.062
	0.078
	0.118
	0.154

	10 %
	0.000
	0.001
	0.004
	0.010
	0.018
	0.027
	0.056
	0.087

	20 %
	0.000
	0.000
	0.000
	0.002
	0.004
	0.008
	0.024
	0.047


Note: this table gives the probability that a positive extreme price movement exceeds different return levels r for different values of the tail index τmax. I use the limiting extreme value distribution given by formula (2). A tail index value of 0.0 corresponds to an exponentially decreasing distribution tail and positive values correspond to fat tails.

Table 3. Optimal value for Hill's estimator of the tail index.

	PRIVATE 
Degree of freedom (tail index) (
Optimal value for q (
MSE, [Theo. MSE] (
	α=1

(τ=1.00)
	α=2

(τ=0.50)
	α=3

(τ=0.33)
	α=4

(τ=0.25)

	q=44

α=1 (τ=1.00)
	0.030

[0.022]
	0.041
	0.063
	0.084

	q=19

α=2 (τ=0.50)
	0.058
	0.012

[0.013]
	0.017
	0.022

	q=12

α=3 (τ=0.33)
	0.100
	0.023
	0.012

[0.009]
	0.016

	q=7

α=4 (τ=0.25)
	0.182
	0.040
	0.017
	0.013

[0.008]


Note: this table indicates the mean squared error (MSE) and the theoretical MSE in brackets obtained from simulation for different values of q used to compute Hill's estimate and for different values of the degrees of freedom α (or the tail index τ). The whole period is assumed to contain 250 observations. Values of q minimizing the MSE are 44 for τ=1.00, 19 for τ=0.50, 12 for τ=0.33 and 7 for τ=0.25. Minimizing MSEs can be found in the diagonal of the table. 

Table 4. Margin levels and tail index estimates.

	PRIVATE Period (beginning - end)

Number of observations
	Margin level

in %
	τmin        

(s.e.)  [qopt]
	τmax        

(s.e.)  [qopt]

	02/17/1885 - 10/13/1934

14763
	25(
	0.308        

(0.025)  [149]
	 0.400         

(0.033)  [149]

	10/15/1934 - 01/31/1936

389
	45((
	0.268       

(0.065)  [17]
	0.233       

(0.056)  [17]

	02/01/1936 - 10/30/1937

524
	55
	0.322       

(0.069)  [22]
	0.306        

(0.082)  [14]

	11/01/1937 - 02/03/1945

2181
	40
	0.396       

(0.042)  [49]
	0.333       

(0.048)  [49]

	02/05/1945 - 07/03/1945

122
	50
	0.569       

(0.164)  [12]
	0.304      

(0.115)  [7]

	07/05/1945 - 01/19/1946

149
	75
	0.234        

(0.083)    [8]
	0.245      

(0.087)  [8]

	01/21/1946 - 01/31/1947

290
	100
	0.571       

(0.114)  [25]
	0.403       

(0.093)  [19]

	02/01/1947 - 03/29/1949

611
	75
	0.375       

(0.074)  [26]
	0.201       

(0.055)  [26]

	03/30/1949 - 01/16/1951

503
	50
	0.538         

(0.090)   [36] 
	0.145       

(0.037)  [15]

	01/17/1951 - 02/19/1953

574
	75
	0.222       

(0.057)  [15]
	 0.336       

(0.069)  [24]

	02/20/1953 - 01/03/1955

469
	50
	0.327       

(0.084)  [15]
	0.192       

(0.048)  [16]

	01/04/1955 - 04/22/1955

76
	60
	0.231      

(0.103)  [5]
	0.325      

(0.123)  [7]

	04/23/1955 - 01/15/1958

686
	70
	0.293         

(0.055)  [28] 
	0.344       

(0.065)  [28]

	01/16/1958 - 08/04/1958

139
	50
	0.315      

(0.119)  [7] 
	0.210      

(0.070)  [9]

	08/05/1958 - 10/15/1958

50
	70
	0.336      

(0.137)  [6]
	0.160      

(0.080)  [4]

	10/16/1958 - 07/27/1960

447
	90
	0.233       

(0.058)  [16]
	0.169       

(0.042)  [16]

	07/28/1960 - 07/09/1962

488
	70
	0.497       

(0.083)  [36]
	0.488       

(0.112)  [19]

	07/10/1962 - 11/04/1963

334
	50
	0.396       

(0.093)  [18]
	0.256       

(0.074)  [12]


	11/06/1963 - 06/07/1968

1153
	70
	0.215       

(0.040)  [29]
	0.356       

(0.057)  [38]

	06/08/1968 - 05/05/1970

452
	80
	0.197       

(0.049)  [16]
	0.336       

(0.090)  [14]

	05/06/1970 - 12/03/1971

401
	65
	0.235       

(0.063)  [14]
	0.328       

(0.070)  [22]

	12/06/1971 - 11/22/1972

245
	55
	0.201       

(0.061)  [11]
	0.133       

(0.040)  [11]

	11/24/1972 - 01/02/1974

276
	65
	0.331       

(0.090)  [12]
	0.311       

(0.090)  [12]

	01/03/1974 - 12/31/1990

4295
	50
	0.298       

(0.038)  [62]
	0.242       

(0.040)  [36]


( Estimate of the margin level set by the Exchange before the Securities Exchange Act (1934).

(( Official margin level set by the Federal Reserve Board since 1934.

Note: this table gives the margin level and risk estimates based on extreme price movements. Column 1 gives the period (dates of beginning and end) and the number of trading days over which the margin level is constant; column 2 gives the level of margin requirement in the U.S. stock market during these periods; columns 3 and 4 give the Hill's (1975) estimate of the left and right tail indexes, τmin and τmax using negative and positive extreme price movements. Standard errors are indicated in parentheses. The optimal number of extremes used to compute Hill's estimate, qopt, is given in brackets.

Table 5. Correlation between different measures of stock market volatility.



Std. Dev.
Variance
τmin

τmax
Std. Dev.
1.000

Variance
0.990

1.000

τmin

0.198

0.191

1.000


τmax

0.344

0.308

0.067

1.000

Note: this table gives the correlation between different measures of stock market volatility: unconditional standard deviation and variance of returns, Hill's (1975) estimate of left and right tail indexes. The correlation coefficients are estimated using volatility estimates computed over the 24 periods with constant margin requirements level (the dates delimiting these periods are given in Table 3). All measures use daily returns of an index for the most traded stocks in the New York Stock Exchange (see Schwert (1990) for a description of the database).

Table 6. Short term impact of a change in margin requirement on volatility level.

	PRIVATE Dates of

Margin

Change
	Margins
	Negative Extreme Price Movements
	Positive Extreme Price Movements

	
	Before
	After
	Tail Index τmin (s.e.) [qopt]
	Test

[P-value]
	Regulation

Implication
	Tail Index τmax (s.e.) [qopt]
	Test

[P-value]
	Regulation Implication

	
	
	
	Before
	After
	
	
	Before 
	After
	
	

	10/15/1934 
	25
	45
	0.301      

(0.091) [12]
	0.165    

(0.067) [7]
	1.204

[0.229]
	Reg
	0.274    

(0.112) [7]
	0.224    

(0.091) [7]
	0.349 [0.727]
	Reg

	02/01/1936
	45
	55
	0.343      

(0.103) [12]
	 0.409       

(0.123) [12]
	‑0.412

[0.681]
	AntiReg
	0.210      

(0.063) [12]
	0.209     

(0.085) [7]
	0.014 [0.989]
	Reg

	11/01/1937
	55
	40
	0.519       (0.122) [19]
	0.223    

(0.091) [7]
	1.937

[0.053]
	AntiReg*
	0.486     

(0.115) [19]
	0.400     

(0.094) [19]
	0.584 [0.559]
	AntiReg

	02/05/1945
	40
	50
	0.310     

(0.093) [12]
	 0.569      

(0.172) [12]
	‑1.328 [0.184]
	AntiReg
	0.270      (0.081) [12]
	0.420    

(0.159) [8]
	-0.841

[0.400]
	AntiReg

	07/05/1945
	50
	75
	0.569      (0.172) [12]
	0.226      (0.092) [7]
	1.762 [0.078]
	Reg*
	0.420    

(0.159) [7]
	0.270     

(0.110) [7]
	 0.776 [0.438]
	Reg

	01/21/1946
	75
	100
	0.226      (0.092) [7]
	0.361      (0.148) [7]
	-0.778 [0.436]
	AntiReg
	0.270      (0.110) [8]
	0.336      

(0.101) [12]
	 ‑0.442 [0.659]
	AntiReg

	02/01/1947
	100
	75
	0.564     

(0.133) [19]
	0.331     

(0.100) [12]
	1.397 [0.162]
	AntiReg
	0.282    

(0.115) [7]
	0.238     

(0.072) [12]
	 0.329 [0.742]
	AntiReg

	03/30/1949
	75
	50
	0.424     

(0.128) [12]
	0.477     

(0.112) [19]
	-0.310

[0.756]
	Reg
	0.223     (0.091) [7]
	0.233     

(0.095) [7]
	-0.075

[0.940]
	Reg

	01/17/1951
	50
	75
	0.505    

(0.119) [19]
	0.233     

(0.070) [12]
	1.963 [0.050]
	Reg*
	0.114     

(0.047) [7]
	0.180     (0.074) [7]
	-0.758

[0.448]
	AntiReg

	02/20/1953
	75
	50
	0.269     

(0.081) [12]
	0.326     

(0.098) [12]
	-0.446

[0.655]
	Reg
	0.342      

(0.103) [12]
	 0.158      

(0.065) [7]
	1.511 [0.131]
	AntiReg

	01/04/1955
	50
	60
	0.375    

(0.113) [12]
	0.231     (0.115) [5]
	0.890 [0.373]
	Reg
	0.285     (0.116) [7]
	0.196    

(0.098) [5]
	0.586 [0.558]
	Reg

	04/23/1955
	60
	70
	0.231    

(0.115) [5]
	0.428     

(0.129) [12]
	-1.140

[0.254]
	AntiReg
	0.196    

(0.098) [5]
	0.299     

(0.122) [7]
	-0.662

[0.508]
	AntiReg

	01/16/1958
	70
	50
	0.308      (0.132) [12] 
	0.395    

(0.228) [4]
	-0.355

[0.723]
	Reg
	0.421    

(0.127) [12]
	0.152     

(0.088) [4]
	‑1.747

[0.081]
	AntiReg*

	08/05/1958
	50
	70
	0.395    

(0.228) [4]
	0.250     (0.177) [3]
	0.501

[0.616]
	Reg
	0.152     

(0.088) [4]
	0.133    

(0.094) [3]
	‑0.147

[0.883]
	Reg

	10/16/1958
	70
	90
	0.266     (0.188) [3]
	0.273     

(0.111) [7]
	‑0.031 [0.975]
	AntiReg
	0.133    

(0.094) [3]
	0.157     

(0.064) [7]
	‑0.208 [0.835]
	AntiReg

	07/28/1960
	90
	70
	0.184     

(0.075) [7]
	0.312     

(0.094) [12]
	-1.066

[0.286]
	Reg
	0.257      (0.077) [12]
	0.233     

(0.095) [7]
	‑0.207

[0.835]
	AntiReg

	07/10/1962
	70
	50
	0.514      (0.121) [19]
	0.256      (0.104) [7]
	1.615 [0.106]
	AntiReg
	0.583    

(0.137) [19]
	0.388     (0.158) [7]
	0.933 [0.351]
	AntiReg

	11/06/1963
	50
	70
	0.270     (0.110) [7]
	0.509    

(0.120) [19]
	-1.465

[0.143]
	AntiReg
	0.226      (0.092) [7]
	0.352     

(0.106) [12]
	‑0.893 [0.372]
	AntiReg

	06/08/1968
	70
	80
	0.401      

(0.121) [12]
	0.222      (0.067) [12]
	1.297

[0.195]
	Reg
	0.305      (0.124) [7]
	0.162     (0.066) [7]
	1.010 [0.312]
	Reg

	05/06/1970
	80
	65
	0.167      (0.068) [7]
	0.290      (0.087) [12]
	‑1.107 [0.268]
	Reg
	0.307     

(0.093) [12] 
	0.479      

(0.113) [19]
	‑1.177 [0.239]
	Reg

	12/06/1971
	65
	55
	0.211     

(0.064) [12]
	0.340     

(0.080) [19]
	-1.260

[0.208]
	Reg
	0.389     

(0.117) [12]
	0.191    

(0.085) [6]
	1.365

[0.172]
	AntiReg

	11/24/1972
	55
	65
	0.340     

(0.080) [19]
	0.218     

(0.089) [7]
	1.014 [0.311]
	Reg
	0.191     

(0.085) [6]
	0.234    

(0.096) [7]
	‑0.337 [0.736]
	AntiReg

	01/03/1974
	65
	50
	0.311      (0.094) [12]
	0.127     

(0.152) [7]
	1.720

[0.085]
	AntiReg*
	0.311     

(0.904] [12]
	0.224    

(0.091) [7]
	0.664 [0.506]
	AntiReg


Note: this table gives the results of an event study to investigate the behavior of volatility around the date of a margin change. Column 1 recalls the date of margin changes. Columns 2 and 3 indicates the level of margin requirements before and after the change. Columns 4 and 5 give estimates of the left tail index used as a measure of market volatility. Hill's (1975) estimate of the tail index is computed using 250 observations before and after the change.. Column 6 gives the result of a test of stability for the tail index. The statistics of the test is asymptotically distributed as a reduced normal variable as shown in Loretan and Phillips (1994). Column 7 indicates if the change in volatility around the date of the change in margin requirements is conformed to the regulation (Reg) or not (AntiReg). An asterisk * indicates a significant change at the 10% level. Columns from 8 to 11 give the same information for the right tail index.
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     � See Sofianos (1988) and Warshawsky (1989) for detailed presentations of stock margins.


     � See Estrella (1988) for a recent discussion of margin requirements as a means of controlling credit risk and speculative activity.


     � Salinger (1989) uses the level of margin debt to study the downside volatility since it determines the potential for sales of stocks previously purchased on margin.


     � Maintenance margin requirement is usually half the initial margin requirement. The current levels are respectively 25 percent and 50 percent.


     � Similar results for the minimum can be derived from those for the maximum using the relationship: Min(r1, r2, ..., rn) = - Max(-r1, -r2, ..., -rn). 


     � The complete proof of the theorem was achieved by Gnedenko (1943) for each type of extreme value distribution. Jenkinson (1955) found the general form of the extreme value distribution. Other reading could include Gumbel (1958) and Galambos (1978).


     � Estimations of the tail index using raw extreme returns and extreme innovations from a AR(1)-GARCH-M(1,1) model with dummy variables for each day of the week were very close to each other.


     � Tests using low and high frequency returns reveal the empirical stability of the tail index under temporal aggregation (see Longin (1993a and b)). For the period 1885-1990, estimates of the tail index for various frequencies are: 0.361 (daily), 0.352 (weekly) and 0.266 (monthly) for minimal returns, and 0.362 (daily), 0.292 (weekly) and 0.199 (monthly) for maximal returns. 


     � De Vries, Koedijk and Schafgans (1990) first recognize the important potential of Feller's result in economics.


     � Hsieh and Miller (1990) conduct a similar analysis with a different measure of volatility.


     � Pickands (1975) and De Haan and Resnick (1980) give different but positively correlated estimates of the tail index: for τmin, correlation coefficients are 0.088 (Hill/Pickands), 0.674 (Hill/De Haan and Resnick) and 0.225 (Pickands/De Haan and Resnick), and for τmax, 0.480 (Hill/Pickands), 0.779 (Hill/De Haan and Resnick) and 0.565 (Pickands/De Haan and Resnick). 


     � Correcting for heteroskedasticity does not affect the estimation of coefficients. The Durbin-Watson statistics equal to 2.132 and 2.326 are close to 2 (the value under no serial correlation in residuals).





